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Abstract
In this article, we study the maximal displacement in a branching random walk — a particle process on the real line in which particles move and reproduce independently. We prove that its asymptotic behaviour consists in a first almost sure ballistic term, a negative logarithmic correction in probability and stochastically bounded fluctuations. This result, proved in [20] and [1], is given here under close-to-optimal integrability conditions. Borrowing ideas from [5] and [31], we provide simple proofs for this result, also deducing the genealogical structure of the individuals that are close to the maximal displacement.
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1 Introduction
A branching random walk on $\mathbb{R}$ is a particle process that evolves as follows. It starts with a unique individual located at the origin at time 0. At each time $k$, each individual currently alive in the process dies, while giving birth to a random number of children, that are positioned around their parent according to an i.i.d. version of a point process. We denote by $T$ the genealogical tree of the process. For any $u \in T$, we write $V(u)$ for the position of $u$ and $|u|$ for the generation to which $u$ belongs. The quantity of interest is the maximal displacement $M_n = \max_{|u|=n} V(u)$ at time $n$ in the process.

One can think of the branching random walk as a combination between a Galton-Watson process and a random walk. In effect, the tree $T$ is a Galton-Watson tree, and every infinite line of particles in this tree moves as in a random walk. Apart from its straightforward application to biology, as a simple model of a population invading its environment, the branching random walk is linked with multiple other models in mathematics, physics and informatics.

For example, the branching random walk and its continuous-time counterpart, the branching Brownian motion — a particle process in which individuals move according to i.i.d. Brownian motions and split into two at rate 1 — are related to F-KPP type reaction diffusion equations. In particular, the cumulative distribution function of the maximum $M_n$ converges toward a travelling-wave solution of the F-KPP equation (see e.g. [13]).

Moreover, as the correlation between two paths $u$ and $v$ in the genealogical tree $T$ grows linearly with the age of the most recent common ancestor, branching random walks provide simple examples of logarithmically correlated fields. Techniques used to study the branching random walk have been successfully applied to the Gaussian free field [6, 12, 17].

Under sufficient integrability conditions, the asymptotic behaviour of the maximal displacement $M_n$ is fully known. Hammersley [18], Kingman [22] and Biggins [10] proved it grows almost surely at linear speed. In 2009, Hu and Shi [20] exhibited a logarithmic correction in probability, with almost sure fluctuations; and Addario-Berry and Reed [1] showed the tightness of the maximal displacement, shifted around its median. More recently, Aïdékoun [3] proved the fluctuations converge in law to some random shift of a Gumbel variable, under integrability conditions that Chen [15] proved to be optimal.

Aïdékoun and Shi gave in [5] a simple method to obtain the asymptotic behaviour of the maximal displacement. They bounded the maximal displacement by computing the number of individuals that cross a linear boundary. However, the integrability conditions they provided were not optimal, and the fluctuations they obtained were of $o(\log n)$ order. With a slight refinement of their method, we compute the asymptotic behaviour up to terms of order 1.

We were able to obtain the asymptotic of the maximal displacement up to a term of order 1 by choosing a bended boundary for the study of the branching random walk, a method already used by Roberts [31] for the related model of the branching Brownian motion. This idea follows from a bootstrap heuristic argument, which is explained in Section 4. The close-to-optimal integrability conditions arise naturally using the well-known spinal decomposition, introduced by Lyons in [24], and recalled in Section 2.

We introduce some notation. In the rest of the arti-
c, C are two positive constants, respectively small enough and large enough, which may change from line to line, and depend only on the law of random variables considered. Given a sequence of random variables \((X_n, n \geq 1)\) we write \(X_n = O_P(1)\) if the sequence is tight, i.e.

\[
\lim_{K \to +\infty} \sup_{n \geq 1} P(|X_n| \geq K) = 0.
\]

Moreover, we work with the convention \(\max(\emptyset) = -\infty\) and \(\min(\emptyset) = +\infty\). For any \(u \in \mathbb{R}\), we write

\[
u_+ = \max(u, 0) \quad \text{and} \quad \log_+ u = (\log u)_+.
\]

The main assumptions on the branching random walk \((T, V)\) that we consider are the following. The Galton-Watson tree \(T\) of the branching random walk is supercritical:

\[
\mathbb{E}\left(\sum_{|u|=1} 1\right) > 1,
\]

and we write \(S = \{\#T = +\infty\}\) for the survival event of the tree. We allow \(P(\#\{u\} = 1) = +\infty > 0\), i.e. a given individual may have an infinite number of children. The displacements \(V(u)\) of the children \(u\) of the root are assumed to be in the so-called boundary case (see [11]), namely

\[
\mathbb{E}\left(\sum_{|u|=1} e^{V(u)}\right) = 1 \quad \text{and} \quad \mathbb{E}\left(\sum_{|u|=1} V(u)e^{V(u)}\right) = 0.
\]

For any branching random walk satisfying (1.2), we have \(\lim_{n \to +\infty} M_n/n = 0\) a.s. on \(S\). Any branching random walk with mild integrability assumption can be normalized to satisfy these inequalities, see e.g. Bérard and Gouéré [9].

We also assume that the following integrability conditions hold:

\[
\sigma^2 := \mathbb{E}\left(\sum_{|u|=1} V(u)^2 e^{V(u)}\right) < +\infty,
\]

\[
\mathbb{E}\left[\sum_{|u|=1} e^{V(u)} \left(\log_+ \left(\sum_{|v|=1} (1 + V(v)_+)e^{V(v)}\right)\right)^2\right] < +\infty,
\]

which is a standard assumption to the study of the maximal displacement of a branching random walk. The integrability condition (1.4) is in fact equivalent to [3, Equation (1.4)] under assumption (1.3) (see e.g. [28, Lemma A.1] for a proof of this statement).

The main result of the article is the following.

**Theorem 1.1.** Under the assumptions (1.1), (1.2), (1.3) and (1.4), we have

\[
M_n = -\frac{3}{2} \log n + O_P(1) \quad \text{on } S.
\]
additive moments of the branching random walk with random walk estimates. In Section 3, we give a list of well-known random walk estimates, and extend them to random walks enriched with additional random variables. Section 4 is devoted to the study of the left tail of $M_n$. This result is used in Section 5 to prove Theorem 1.1, using a coupling between the branching random walk and a Galton-Watson process.

2 Spinal decomposition of the branching random walk

We introduce in this section the spinal decomposition of the branching random walk. This result consists in an alternative description of a size-biased version of the law of the branching random walk. Spinal decomposition of a branching process has been introduced for the first time to study Galton-Watson processes in [25]. In [24], this technique is adapted to the study of branching random walks.

We precise in a first time the branching random walk notation we use. In particular, we introduce the Ulam-Harris notation for (plane) trees, and define the set of marked trees and marked trees with spine. Using this notation, we then state the spinal decomposition in Section 2.2, and use it in Section 2.3 to compute the number of individuals satisfying given properties.

2.1 Branching random walk notation

We denote by $\mathcal{U} = \bigcup_{n \geq 0} \mathbb{N}^n$, where $\mathbb{N}^n = \{\emptyset\}$ the set of finite sequences of positive integers. We write $\mathcal{U}^* = \mathcal{U}\setminus\{\emptyset\}$. For any $u \in \mathcal{U}$, we denote by $|u|$ the length of $u$. For any $k \leq |u|$, we write $u(k)$ for the value of the $k$th element in $u$ and $u_k = (u(1), u(2), \ldots, u(k))$ for the restriction of $u$ to its $k$ first elements. We introduce $\pi : u \in \mathcal{U}^* \mapsto u_{|u|-1} \in \mathcal{U}$, and we call $\pi u$ the parent of $u$. Given $u,v \in \mathcal{U}$, we introduce the concatenation of $u$ and $v$ written $u.v = (u(1), \ldots, u(|u|), v(1), \ldots, v(|v|))$. We define a partial order on $\mathcal{U}$ by

$$u < v \iff |u| < |v| \text{ and } v_{|u|} = u.$$ 

We write $u \wedge v = v_{\min(|u|,|v|)} = v_{\min(|u|,|v|)}$ the most recent common ancestor of $u$ and $v$.

The set $\mathcal{U}$ is used to encode any individual in a genealogical tree. We understand $u \in \mathcal{U}$ as the $u(|u|)$th child of the $u(|u| - 1)$th child of the ... of the $u(1)$th child of the initial ancestor $\emptyset$. A tree $T$ is a subset of $\mathcal{U}$ satisfying the three following assumptions:

1. $\emptyset \in T$ 
2. if $u \in T$, then $\pi u \in T$, 
3. if $u \in T$, then for any $j \leq |u|$, $(\pi u)_j \in T$.

Given a tree $T$, the set $\{v \in T : |v| = n\}$ is called the $n$th generation of the tree, that we abbreviate into $\{u = n\}$ if the tree we consider is clear in the context. For any $u \in T$, we write $\Omega(u) = \{v \in T : v = u\}$ for the set of children of $u$. We say that $T$ has infinite height if for any $n \in \mathbb{N}$, $\{u = n\}$ is non-empty.

2 Spinal decomposition of the branching random walk

Fig. 2: How the rightmost particle at large time reaches its position

(a) Trajectory followed by the rightmost particle

(b) Outline of this trajectory

### (a) Ulam-Harris notation

Given a set $\{\xi(u), u \in \mathcal{U}\}$ of i.i.d. non-negative integer-valued random variables, we write

$$T = \{u \in T : \forall k < |u|, u(k + 1) \leq \xi(u_k)\},$$

which is a Galton-Watson tree. It is well-known (see e.g. [8]) that $T$ has infinite height with positive probability if and only if $E(\xi(\emptyset)) > 1$.

![Fig. 3: A plane tree](image-url)
A marked tree is a couple \((T, V)\) such that \(T\) is a tree and \(V : T \to \mathbb{R}\). We refer to \(V(u)\) as the position of \(u\). The set of all marked trees is written \(\mathcal{T}\). We introduce the filtration
\[
\forall n \geq 0, \mathcal{F}_n = \sigma ((u, V(u)), |u| \leq n).
\]
Given a marked tree \((T, V)\) and \(u \in T\), we denote by \(T^u = \{v \in U : u.v \in T\}\). Observe that \(T^u\) is a tree. Moreover, writing \(V^u : v \in T^u \mapsto V(u.v) - V(u)\), we note that \((T^u, V^u)\) is a marked tree called the subtree rooted at \(u\) of \((T, V)\).

![Fig. 4: The subtree of \(T\) rooted at \(v\)](image)

A branching random walk is a random marked tree \((T, V)\) such that the family of point processes
\[
\{(V(u) - V(u'), v \in \Omega(u)), u \in T\}
\]
is independent and identically distributed. In a branching random walk, for any \(u \in T\), \((T^u, V^u)\) is a branching random walk independent of \(\mathcal{F}_{|u|}\).

Given a tree \(T\) of infinite height, we say that the sequence \(w \in \mathbb{N}^\mathbb{N}\) is a spine of \(T\) if for any \(n \in \mathbb{N}\), \(w_n \in T\) (where \(w_n\) is the finite sequence of the \(n\) first elements in \(w\)). A triplet \((T, V, w)\), where \(T\) is tree, \(V : T \to \mathbb{R}\) and \(w\) is a spine of \(T\) is called a marked tree with spine, and the set of such objects is written \(\mathcal{T}\). For any \(k \geq 0\), we write \(\Omega_k = \Omega(w_k) \setminus \{w_{k+1}\}\), the set of children of the ancestor at generation \(k\) of the spine, except its spine child. We define three filtrations on this set
\[
F_n = \sigma ((u, V(u)), |u| \leq n),
\]
\[
G_n = \sigma (w_k, V(w_k), (u, V(u), u \in \Omega_{k-1}), k \leq n).
\]
The filtration \(\mathcal{F}\) is obtained by “forgetting” about the spine of the process, while the filtration \(\mathcal{G}\) correspond to the knowledge of the position of the spine and its direct children.

### 2.2 The spinal decomposition

Let \((T, V)\) be a branching random walk satisfying (1.1) and (1.2). For any \(x \in \mathbb{R}\), we write \(\mathbf{P}_x\) for the law of \((T, V + x)\) and \(\mathbf{E}_x\) for the corresponding expectation. For any \(n \geq 0\), we set \(W_n = \sum_{|u| = n} e^{V(u)}\). We observe that \((W_n)\) is a non-negative \((\mathcal{F}_n)\)-martingale. We define the law
\[
\mathbf{P}_x|_{\mathcal{F}_n} = e^{-x} W_n \cdot \mathbf{P}_x|_{\mathcal{F}_n}.
\]
The spinal decomposition consists in an alternative construction of the law \(\mathbf{P}_x\), as the projection of a law on \(\mathcal{F}\), which we now define.

We write \(L\) (respectively \(\hat{L}\)) for the law of the point process \((V(u), |u| = 1)\) under the law \(\mathbf{P}\) (resp. \(\mathbf{P}\)). We observe that \(\hat{L} = \sum_{|u| = 1} e^{V(u)} \cdot L\). Let \((\hat{L}_n, n \in \mathbb{N})\) be i.i.d. point processes with law \(\hat{L}\). Conditionally on this sequence, we choose independently at random, for every \(n \in \mathbb{N}\), \(w(n) \in \mathbb{N}\) such that denoting by \(\hat{L}_n = (\ell_n(1), \ldots, \ell_n(N_n))\) we have
\[
\forall h \in \mathbb{N}, \mathbf{P} \left(w(n) = h \mid (\hat{L}_n, n \in \mathbb{N})\right) = 1_{\{h \leq N_n\}} \sum_{j \leq N_n} e^{\ell_n(j)}.
\]
We write \(w\) for the sequence \((w(n), n \in \mathbb{N})\).

We introduce a family of independent point processes \(\{L^u, u \in U\}\) such that \(L^w = \hat{L}_{k+1}\), and if \(u \neq u_{|u|}\), then \(L^u\) has law \(L\). For any \(u \in U\) such that \(|u| \leq n\), we write \(L^u = (\ell^u_1, \ldots, \ell^u_{N(u)})\). We construct the random tree
\[
T = \{u \in U : |u| \leq n, \forall 1 \leq k \leq |u|, u(k) \leq N(u_{k-1})\},
\]
and the function \(V : u \in T \to \sum_{k=1}^{|u|} e^{\ell^u_{k-1}}\). For all \(x \in \mathbb{R}\), the law of \((T, x + V, w)\) under \(\hat{P}_x\) is written \(\mathbf{P}_x\), and the corresponding expectation is \(\mathbf{E}_x\). This law is called the law of the branching random walk with spine.

We can describe the branching random walk with spine as a process in the following manner. It starts with a unique individual positioned at \(x \in \mathbb{R}\) at time
0, which is the ancestral spine \( w_0 \). Then, at each time \( n \in \mathbb{N} \), every individual alive at generation \( n \) dies. Each of these individuals gives birth to children, which are positioned around their parent according to an independent point process. If the parent is \( w_n \), the law of this point process is \( \mathcal{L} \), otherwise the law is \( \mathcal{L} \).

The individual \( w_{n+1} \) is then chosen at random among the children \( u \) of \( w_n \), with probability proportional to \( e^{V(u)} \). Observe that under the law \( \mathbb{P} \),

\[
(V(w_{n+1}) - V(w_n), n \geq 0),
\]
\[
(V(u) - V(w_n), u \in \Omega_n), n \geq 0),
\]
\[
\{(T^u, V^u), u \in \bigcup_{n \in \mathbb{N}} \Omega_n\},
\]

are respectively i.i.d. random variables, i.i.d. point processes and i.i.d. branching random walks. Note that while the branching random walks are independent of \( \mathcal{G} \), the random variable \( V(w_{n+1}) - V(w_n) \) is correlated with \( (V(u) - V(w_n), u \in \Omega_n) \).

**Lemma 2.3 (Many-to-one lemma).** There exists a random walk \( S \) verifying \( \mathbb{P}_x(S_0 = x) = 1 \) such that for any measurable positive function \( f \), we have

\[
\mathbb{E}_x \left( \sum_{|u| = n} f(V(u)), j \leq n \right) = \mathbb{E}_x \left( e^{x - S_n} f(S_j, j \leq n) \right).
\]

**Proof.** Let \( B \) be a measurable subset of \( \mathbb{R}^n \). Applying Lemma 2.2 yields

\[
\mathbb{E}_x \left( \sum_{|u| = n} 1_{\{(V(u), j \leq n) \in B\}} \right) = \mathbb{E}_x \left( e^{x - S_n} 1_{\{S_j, j \leq n \in B\}} \right),
\]

where \( S \) is a random walk under law \( \mathbb{P}_x \) with the same law as \( (V(u), j \geq 0) \) under law \( \mathbb{P}_x \). This equality being true for any measurable set \( B \), it is true for any measurable positive functions, taking increasing limits.

We now compute the second moment of \( A_n \).

**Lemma 2.4.** For any \( 0 \leq k < n \), we write

\[
A_{n,k}^{(2)} = \sum_{|u| = n, |v| = n} 1_{\{u,v = k\}} 1_{\{u \in A_n\}} 1_{\{v \in A_n\}}.
\]

We have \( A_n^2 = A_n + \sum_{k=0}^{n-1} A_{n,k}^{(2)} \). Moreover, for any \( 0 \leq k < n \),

\[
\mathbb{E}(A_{n,k}^{(2)}) = \mathbb{E}_x \left( e^{V(w_n)} 1_{\{w_n \in A_n\}} B_{k,n} \right),
\]

where \( B_{k,n} = \sum_{u \in \mathbb{D}_k} \mathbb{E}_x \left( \sum_{|v| = n, v \geq u} 1_{\{v \in A_n\}} |\mathcal{G}_u\} \right. \).

**Proof.** The first equality is immediate: \( A_n^2 \) is the number of couples of individuals in \( A_n \), and we may partition this set according to the generation at which the most recent common ancestor was alive. We now
use the spinal decomposition in the same way as in Lemma 2.2, we have
\[
E(A_{n,k}^{(2)}) = \mathbb{E} \left( \sum_{u=0}^{n} e^{-V(u)} W_n \right),
\]
\[
= \mathbb{E} \left( e^{-V(w_n)} 1_{\{w_n \in A_n\}} H_{k,n} \right),
\]
where
\[
H_{k,n} = \sum_{\{v \in A_n\}} 1_{\{v \geq k\}} 1_{\{v \in A_n\}}.
\]
Thus, conditioning on \( G_n \), we have
\[
E(A_{n,k}^{(2)}) = \mathbb{E} \left( e^{-V(w_n)} 1_{\{w_n \in A_n\}} B_{k,n} \right). \quad \square
\]

3 Some random walk estimates

We collect in this section a series of random walk estimates, and extend these results to random walk enriched with additional random variables, correlated to the last step of the walk. The events that we consider are illustrated in Figure 3 More precisely, let \((X_j, \xi_j)\) be i.i.d. random variables on \(\mathbb{R}^2\) such that
\[
E(X_1) = 0, \quad \sigma^2 := E(X_1^2) \in (0, +\infty)
\]
and \(E((\xi_1)_1^2) < +\infty. \quad (3.1)\)

We denote by \(T_n = T_0 + \sum_{j=1}^{T_n} X_j\), with \(T_0 = 1\) such that for any \(x \in \mathbb{R}\), \(P_x(T_n = x) = 1\). We set \(P = P_0\) for short. The process of interest \((T_n - \xi_n, n \geq 1)\) is an useful toy-model to study the spine of the branching random walk. It has similar structure as \((V(w_n), (V(u) - V(w_n), u \in \Omega_n)), n \geq 0\).

We first recall bounds on the value taken by \(T_n\) at time \(n\). Stone’s local limit theorem [32] bounds the probability for a random walk to end up in an interval of finite size. For any \(a, h > 0\),
\[
\limsup_{n \to +\infty} \sup_{y \geq 0} P(T_n = [y, y + h]) \leq C(1 + h) e^{-\frac{x^2}{2h^2}}. \quad (3.2)
\]

Caravenna and Chaumont obtained in [14] a similar result for a random walk conditioned to stay non-negative. Given \((r_n) = O(n^{1/2})\), there exists \(H > 0\) such that for any \(0 < a < h\),
\[
\liminf_{n \to +\infty} \inf_{y \geq 0} P(T_n \in [r_n - a, r_n + a]) \geq \frac{n^{1/2}}{1 + y} \quad (3.3)
\]

In the rest of the paper, \(H\) is a fixed constant, large enough such that (3.3) holds for the random walk followed by the spine of the branching random walk.

We now study the probability for a random walk to stay above a given boundary \((f_n)\), that is \(O(n^{1/2-\epsilon})\). This result is often called in the literature the ballot theorem (see e.g. [2] for a review on this type of results). The upper bound we use here can be found in [27, Lemma 3.6],
\[
\limsup_{n \to +\infty} \frac{n^{1/2}}{1 + y} P(T_j \geq f_j - y, j \leq n) < +\infty. \quad (3.4)
\]

The lower bound is a result of Kozlov [23],
\[
\liminf_{n \to +\infty} \frac{n^{1/2}}{1 + y} P(T_j \geq -y, j \leq n) < +\infty. \quad (3.5)
\]

Using these results, we are able to compute the probability for a random walk to make an excursion above a given curve. The proofs of the following results are very similar to the proofs of [5, Lemmas 4.1 and 4.3], and are postponed to the Appendix A.1.

Lemma 3.1. Let \(A > 0\) and \(\alpha < 1/2\), for any \(n \geq 1\) we consider a function \(k \mapsto f_n(k)\) such that \(f_n(0) = 0\)
and
\[
\sup_{j \leq n} \max \left( \frac{|f_n(j)|}{j^\alpha}, \frac{|f_n(n) - f_n(j)|}{(n-j)^\alpha} \right) \leq A.
\]

There exists \( C > 0 \) such that for all \( y, z, h > 0 \),
\[
P\left( \frac{T_n - f_n(n) + y \in [z - h, z]}, T_j \geq f_n(j) - y, j \leq n \right) \leq C \left(1 + y \wedge n^{1/2}\right)(1 + h \wedge n^{1/2})(1 + z \wedge n^{1/2})^{n^{3/2}}.
\]

Similarly, we obtain a lower bound for this quantity.

**Lemma 3.2.** Let \( \lambda > 0 \), for any \( 0 \leq k \leq n \) we write \( f_n(k) = \lambda \log \frac{n-k+1}{n+1} \). There exists \( C > 0 \) such that for any \( y \in [0,n^{1/2}] \),
\[
P\left( \frac{T_n \leq f_n(n) - y + H, T_j \leq f_n(j) - y, j \leq n} \geq \frac{1 + y}{n^{3/2}}.
\]

The proofs of these two lemmas are based on the following observation: a random walk excursion above a curve can be divided into three parts, as in Figure 8. The first (pink) third of the curve is a random walk staying above the line. The last (orange) third is the same process, reversed in time. Finally, the middle (blue) curve has to connect the two extremities and thus is a random walk hitting a boundary. Therefore, we expect
\[
P(T_n \in [z - y, z + h - y], T_j \geq -y, j \leq n) \approx P(T_j \geq -y, j \leq n/3) \times P(T_n/3 \in [0,h]) \times P(T_j \geq -y, j \leq n/3),
\]
which explains the decay in \( n^{-3/2} \) obtained in Lemmas 3.1 and 3.2.

Finally, we are able to bound the probability for the random walk to make an excursion, while the additional random variables remain small. This proof, very similar to [3, Lemma B.2] is also postponed to Appendix A.2.

**Lemma 3.3.** With the same notation as in the previous lemma, we set
\[
\tau = \inf \{ k \leq n : T_k \leq f_n(k) - y + \xi_{k+1} \}.
\]

There exists \( C > 0 \) such that for all \( y \geq 0 \),
\[
P\left( \frac{T_n \leq f_n(n) - y + H, \tau < n} \right) \leq C \left(1 + y\right) \left( P(\xi_1 \geq 0) + E\left( (\xi_1)^2 \right) \right)
\]

\( \leq C \frac{1 + y}{n^{3/2}} \left( P(\xi_1 \geq 0) + E\left( (\xi_1)^2 \right) \right) \).

\[
4 \text{ Bounding the tail of the maximal displacement}
\]

Let \((T, V)\) be a branching random walk satisfying (1.1), (1.2), (1.3) and (1.4), and \(M_n\) its maximal displacement at time \(n\). We write \(m_n = -\frac{\lambda}{2}\log n\). The main result of the section is the following estimate on the left tail of \(M_n\).

**Theorem 4.1.** Under the assumptions (1.1), (1.2), (1.3) and (1.4), there exist \(c, C > 0\) such that for \(n \geq 1\) and \(y \in [0,n^{1/2}]\),
\[
c(1+y)e^{-y} \leq P(M_n \geq m_n + y) \leq C(1+y)e^{-y}.
\]

Note that the upper bound in Theorem 4.1 is given by [19, Lemma 4.4]. In fact, this theorem is a particular case of [29, Theorem 4.1].

A natural way to compute an upper bound for \(P(M_n \geq m_n + y)\) would be a direct application of the Markov inequality. We have
\[
P(M_n \geq m_n + y) \leq E\left( \sum_{|u|=n} 1\{V(u) \geq m_n + y\} \right) \leq E\left( e^{\tau} 1\{S_n \geq m_n + y\} \right),
\]
by Lemma 2.3. Therefore, as \(S_n\) is a centered random walk, we have
\[
P(M_n \geq m_n + y) \leq e^{-m_n - y} \sum_{h=0}^{+\infty} e^{-h} P(S_n - m_n - y \in [h, h+1]) \leq C \frac{e^{3/2} e^{-y}}{n^{1/2}},
\]
by (3.2). But this computation is not precise enough to yield Theorem 4.1.

To obtain a more precise upper bound, instead of computing the number of individuals that are at time...
n greater than \( m_n \), we compute for any generation \( k \leq n \) the number of individuals alive at generation \( k \) such that the probability that one of their children is greater than \( m_n \) is larger than a given threshold. In other words, instead of counting the mean numbers of grey individuals at generation \( n \) in Figure 4, we count the number of red individuals. If we assume Theorem 4.1 to be true, for an individual \( u \) alive at generation \( k \), the median of the position of its largest descendant is close to \( V(u) + m_{n-k} \). Therefore, we compute (see Figure 6) the number of individuals that cross for the first time at time \( k \leq n \) the boundary \( k \mapsto f_n(k) := \frac{3}{2} \log \frac{n-k+1}{n+1} \approx m_n - m_{n-k} \).

Thus,

\[
P(\exists u \leq n : V(u) \geq f_n(\|u\|) + y) \\
\leq \sum_{k=0}^{n} P\left(Z_k^{(n)}(y) \geq 1\right) \leq \sum_{k=0}^{n} E\left(Z_k^{(n)}(y)\right) \\
\leq C(1 + y)e^{-y} \sum_{k=0}^{n} \left( \frac{n}{k+1}\right)^{3} e^{-\frac{\left(S_k-S_{k+1}\right)^2}{2}}.
\]

As we have, for any \( n \in \mathbb{N} \),

\[
P(\exists u \leq n : V(u) \geq f_n(\|u\|) + y) \\
\leq C(1 + y)e^{-y} \sum_{k=0}^{n} \left( \frac{n}{k+1}\right)^{3} e^{-\frac{\left(S_k-S_{k+1}\right)^2}{2}} \\
\leq C(1 + y)e^{-y}.
\]

This lemma directly implies the upper bound in Theorem 4.1.

**Proof of the upper bound in Theorem 4.1.** As

\[
f_n(n) = -\frac{3}{2} \log(n + 1) \geq -\frac{3}{2} \log n - 2,
\]

we observe that

\[
P(\exists u \leq n : V(u) \geq f_n(\|u\|) + y) \\
\leq P(\exists u \leq n : V(u) \geq f_n(\|u\|) + y - 2).
\]

We apply Lemma 4.2 to conclude the proof.

To obtain a lower bound for \( P(M_n \geq m_n + y) \), we apply the Cauchy-Schwarz inequality: if \( X \) is an integer-valued non-negative random variable, we have

\[
P(X \geq k) \geq \frac{E(X^2)}{E(X)^2}.
\]

A good control on the second moment of the number of individuals staying below \( f_n \) until time \( n \) is obtained by considering only the individuals that do not make “too many children too high”. To quantify this property, we set

\[
\xi(u) = \log \sum_{v \in \Omega(u)} \frac{1}{(V(u) - V(v))_+} e^{V(u) - V(v)}
\]

for any \( u \in T \). For \( n \in \mathbb{N} \) and \( y, z \geq 0 \), we define the sets

\[
A_n(u) = \{ |u| \leq n : V(u_j) \leq f_n(j) + y, j \leq |u| \}, \quad A_n(y) = \{ |u| = n : u \in A_n(u), V(u) \geq f_n(n) + y - H \}
\]

\[
B_n(u, z) = \{ |u| \leq n : \xi(u_j) \leq z + \frac{f_n(j)+y-V(u_j)}{2}, j \leq |u| \}.
\]

We write \( \mathcal{Y}_n(y, z) = A_n(y) \cap B_n(y, z) \), and take interest in \( \mathcal{Y}_n(y, z) \), the number of individuals that made an excursion below \( f_n \), while making not too many children. We also set

\[
\gamma_{n,k}(y, z) = \sum_{|u| = |v| = k} 1_{\{u \in \mathcal{Y}_n(y, z)\}} 1_{\{v \in \mathcal{Y}_n(y, z)\}}
\]

and we compute the mean of this quantity.
Lemma 4.3. Assuming (1.1), (1.2) and (1.3), there exists $C > 0$ such that for $y, z \geq 0$ and $0 \leq k \leq n,$
\[
\begin{align*}
\mathbb{E}(Y_n(y, z)) &\leq C(1 + y) e^{-y} \\
\mathbb{E} \left( Y_{n,k}^{(2)}(y, z) \right) &\leq C \frac{(n+1)^{3/2}}{(k+1)^{3/2}(n-k+1)^{3/2}}(1 + y)e^{-z-y}.
\end{align*}
\]
In particular, $\mathbb{E} \left( Y_n(y, z)^2 \right) \leq C(1 + y) e^{-y}.$

Proof. We first apply Lemma 2.2, we have
\[
\begin{align*}
\mathbb{E}(Y_n(y, z)) &\leq \mathbb{E} \left( e^{-V(wn)} 1_{\{wn \in Y_n(y, z)\}} \right) \\
&\leq \mathbb{E} \left( e^{-V(wn)} 1_{\{wn \in \mathcal{A}_n(y)\}} \right) \\
&\leq (n+1)^{3/2} e^{H-y} \mathbb{P} \left( V(wn) \geq f_n(n) + y - H, V(wj) \leq f_n(j) + y, j \leq n \right) \\
&\leq C(1 + y) e^{-y} \text{ by Lemma 3.1.}
\end{align*}
\]
To bound the mean of $Y_{n,k}^{(2)}$, applying Lemma 2.4 we can write
\[
\begin{align*}
\mathbb{E}(Y_{n,k}^{(2)}(y, z)) &\leq \mathbb{E} \left( e^{-V(wn)} 1_{\{wn \in Y_n(y, z)\}} \right) Z_{k,n} \\
&\leq \mathbb{E} \left( e^{-V(wn)} 1_{\{wn \in \mathcal{A}_n(y)\}} \right) G_n.
\end{align*}
\]
where $Z_{k,n} = \sum_{u \in \Omega_k} \mathbb{E} \left( \sum_{|v|=n-k} 1_{\{v \in Y_n(y, z)\}} \right) G_n.$

We observe that by definition of $\mathbb{P}$, for any $k < n$ and $u \in \Omega_k$, the subtree $(T^n, V^n)$ is a branching random walk independent of $\mathbb{G}_n$. Therefore, setting
\[
C^n_{y,k} = \left\{ |v| = n-k-1 : V(v) \geq f_n(n) + y - H, V(vj) \leq f_n(j) + k + 1 + y, j \leq n - k - 1 \right\}
\]
we have
\[
\begin{align*}
\mathbb{E} \left( \sum_{|v|=n-k} 1_{\{v \in Y_n(y, z)\}} \right) G_n &\leq \mathbb{E}(U(y)) \#C^n_{y,k}.
\end{align*}
\]
Thus, applying Lemma 2.2, we have
\[
\begin{align*}
\mathbb{E}(U(y)) \#C^n_{y,k} &\leq e^{V(u)} \mathbb{E}(U(y)) e^{-V(u-n-1-y)} 1_{\{wn-n-1 \in C^n_{y,k}\}} \\
&\leq (n+1)^{3/2} e^{-y} \mathbb{P}(U(y)) 1_{\{wn-n-1 \in C^n_{y,k}\}} \\
&\leq C e^{U(y)} 1_{\{wn-n-1 \in C^n_{y,k}\}} e^{-y},
\end{align*}
\]
by Lemma 3.1 again. As $x \mapsto x_+$ is 1-Lipschitz, we obtain
\[
\begin{align*}
Z_{k,n} &\leq C \frac{(n+1)^{3/2} e^{U(y)} 1_{\{wn-n-1 \in C^n_{y,k}\}}}{(k+1)^{3/2}(n-k+1)^{3/2}} e^{-y} \\
&\leq C e^{U(y)} \phi(f_n(k) + y - V(wn)),
\end{align*}
\]
where $\phi : x \mapsto (1 + x_+) e^{-x}$. For $k < n$, (4.1) yields
\[
\begin{align*}
\mathbb{E} \left( Y_{n,k}^{(2)}(y, z) \right) &\leq C \mathbb{E} \left( e^{U(y)} \phi(f_n(k) + y - V(wn)) 1_{\{wn \in \mathcal{A}_n(y)\}} \right) \\
&\leq C(n+1)^{3/2} e^{-y} \mathbb{E} \left( \phi(\frac{f_n(k)+y-V(wn)}{2}) 1_{\{wn \in \mathcal{A}_n(y)\}} \right),
\end{align*}
\]
as $w_n \in B_n(y, z)$. Conditioning on the value taken at time $j$ by $V(w_j) - f_n(j) - y$, we have
\[
\begin{align*}
\mathbb{E} \left( \phi(f_n(k)+y-V(w_k)/2) 1_{\{wn \in \mathcal{A}_n(y)\}} \right) &\leq C \sum_{h=0}^{\infty} \phi(h) \mathbb{P}(w_n \in \mathcal{A}_n(y), f_n(k) + y - V(w_k) \in [h, h+1]) \\
&\leq C \sum_{h=0}^{\infty} (h+2) e^{-(h+y)^{1/2}(1+y) - (1+h)(1+y)^{1/2}(n-k+1)^{3/2}} \\
&\leq C \frac{(n+1)^{3/2}}{(k+1)^{3/2}(n-k+1)^{3/2}} e^{-y},
\end{align*}
\]
applying Lemma 3.1 on the intervals $[0, j] \text{ and } [j, n]$. We conclude that
\[
\begin{align*}
\mathbb{E} \left( Y_{n,k}^{(2)}(y, z) \right) &\leq C \frac{(n+1)^{3/2}}{(k+1)^{3/2}(n-k+1)^{3/2}} e^{(1+y) e^{-y}}.
\end{align*}
\]
Moreover, using again Lemma 2.4, we have
\[
\begin{align*}
\mathbb{E} \left( Y_n(y, z)^2 \right) &\leq \mathbb{E}(Y_n(y, z)) + \sum_{k=0}^{n-1} \mathbb{E} \left( Y_{n,k}^{(2)}(y, z) \right) \\
&\leq C(1 + y) e^{-y}.
\end{align*}
\]
We now bound from below the mean of $Y_n(y, z)$.

Lemma 4.4. Assuming (1.1), (1.2) and (1.4), there exist $c > 0$ and $Z \geq 1$ such that for all $y \in [0, n^{1/2}]$, $z \geq Z$, and $n \in \mathbb{N}$, $\mathbb{E}(Y_n(y, z)) \geq c(1 + y) e^{-y}$.

Proof. Let $n \in \mathbb{N}$, $y \in [0, n^{1/2}]$ and $z \geq 1$. By Lemma 2.2, we have
\[
\mathbb{E}(Y_n(y, z)) \geq \mathbb{E} \left( e^{-V(wn)} 1_{\{wn \in \mathcal{A}_n(y)\}} \right) \\
\geq n^{3/2} e^{-y} \mathbb{P}(w_n \in \mathcal{A}_n(y, z)).
\]
To bound this probability, we observe first that
\[
\begin{align*}
\mathbb{P}(w_n \in \mathcal{A}_n(y, z)) &\leq \mathbb{P}(w_n \in \mathcal{A}_n(y)) - \mathbb{P}(w_n \in \mathcal{A}_n(y) \cap B_n(y, z)) \\
&\leq 1 + \frac{y}{n^{1/2}} \left( \mathbb{P}(|\xi| \geq z) + \mathbb{E}(\xi - z) \right),
\end{align*}
\]
and
\[
\begin{align*}
\mathbb{P}(w_n \in \mathcal{A}_n(y) \cap B_n(y, z)) &\leq C \frac{1 + y}{n^{1/2}} \left( \mathbb{P}(|\xi| \geq z) + \mathbb{E}(\xi - z) \right).
\end{align*}
\]
(1.4) yields, by dominated convergence, we have
\[
\lim_{z \to +\infty} \sup_{y \geq 0} \frac{y^{3/2}}{1 + y} \mathbb{P}(w_n \in \mathcal{A}_n(y) \cap B_n(z)) = 0,
\]
thus for all $z \geq 1$ large enough we have
\[
\mathbb{P}(w_n \in \mathcal{A}_n(y) \cap B_n(z)) \geq c(1 + y) n^{-3/2}.
\]
These two lemmas are used to complete the proof of Theorem 4.1.
Lower bound in Theorem 4.1. By the Cauchy-Schwarz inequality, we have
\[ \mathbb{P}(Y_n(y, z) \geq 1) \geq \frac{\mathbb{E}(Y_n(y, z))^2}{\mathbb{E}(Y_n(y, z)^2)}. \]
Using Lemmas 4.3 and 4.4, there exists \( z \geq 1 \) such that
\[ \mathbb{P}(Y_n(y, z) \geq 1) \geq \frac{(c(1 + y)e^{-y})^2}{C(1 + y)e^{-y}} \geq c(1 + y)e^{-y}. \]
As a consequence, we conclude
\[ \mathbb{P}(M_n \geq m_n + y) \geq \mathbb{P}(G_n(y, z) \neq \emptyset) \geq c(1 + y)e^{-y}. \]
\[ \square \]
Lemma 4.3 can also be used to prove that with high probability, individuals in the branching random walk above \( m_n \) are either close relatives or their most recent common ancestor is not far from the root of the process.

Theorem 4.5. Under the assumptions (1.1), (1.2), (1.3) and (1.4), we have
\[ \lim_{n \to \infty} \limsup_{R \to +\infty} \mathbb{P} \left( \exists |u|, |v| = n : V(u) \geq m_n, V(v) \geq m_n, \text{ and } |u \lor v| \in [R, n - R] \right) = 0. \]
Proof. Let \( n \geq 1 \). We introduce for any \( y, z \geq 0 \) the random variable
\[ X_n(y, z) = \sum_{|u| = n} 1 \{ V(u) \geq m_n \} 1 \{ u \in A_n(y) \cap B_n(z) \}. \]
By Lemma 2.2, we have
\[ \mathbb{E}(X_n(y, z)) = \mathbb{E}(e^{-V(w_0)} 1 \{ V(w_0) \geq m_n \} 1 \{ w_0 \in A_n(y) \cap B_n(z) \}) \leq (n + 1)^{3/2} \mathbb{P}(V(w_0) \geq m_n, w_0 \in A_n(y) \cap B_n(z)) \leq C(1 + y)^3 \mathbb{E}(\xi(w_0) \geq 0) + \mathbb{E}(\xi(w_0) - z)^2) \]
using Lemma 3.3. We observe that for any \( y, n, R \geq 0 \):
\[ \begin{align*}
\mathbb{P} & \left( \exists |u|, |v| = n : V(u) \geq m_n, \text{ and } |u \lor v| \in [R, n - R] \right) \\
& \leq \mathbb{P}(3|u| < n : V(u) \geq f_n(|u|) + y) + \mathbb{P}(X_n(y, z) \neq 0) + \mathbb{P} \left( \exists k \in [R, n - R] : Y_{n,k}^{(2)}(y, z) \neq 0 \right) \\
& \leq C(1 + y)e^{-y} + \mathbb{E}(X_n(y, z)) + \sum_{k=R}^{n-R} \mathbb{E}(Y_{n,k}^{(2)}(y, z)),
\end{align*} \]
using Lemma 4.2. We apply Lemma 4.3, we obtain
\[ \limsup_{n \to \infty} \mathbb{P} \left( \exists |u|, |v| = n : V(u) \geq m_n, V(v) \geq m_n, \text{ and } |u \lor v| \in [R, n - R] \right) \leq C \left( (1 + y)e^{-y} + (1 + y)^3 \chi(z) + \frac{(1 + y)e^{-y}}{R^{1/2}} \right) \]
where \( \chi(z) = \mathbb{P}(\xi(w_0) \geq z) + \mathbb{E}(\xi(w_0) - z)^2 \) satisfies \( \lim_{z \to +\infty} \chi(z) = 0 \) by (1.4). We set \( z = \log \log R \) and \( y = -\log \chi(z) \), letting \( R \to +\infty \) concludes the proof. \[ \square \]

5 Concentration estimates for the maximal displacement

We prove in this section that Theorem 4.1 implies Theorem 1.1. To do so, we use the fact that on the survival event \( S \), the size of the population in the process grows at exponential rate, as in a Galton-Watson process. More precisely, we use the following result, which is a straightforward consequence of [26, Lemma 2.9].

Lemma 5.1. Let \( (T, V) \) be a branching random walk satisfying (1.1) and (1.4). There exists \( a > 0 \) and \( \rho > 1 \) such that a.s. on \( S \), for all \( n \geq 1 \) large enough, \# \{ \{ u : n : V(u) \geq -na \} \geq \rho^n \}.

Proof of Theorem 1.1. We recall that \( m_n = \frac{3}{2} \log n \), we prove that
\[ \lim_{y \to +\infty} \limsup_{n \to +\infty} \mathbb{P}(|M_n - m_n| \geq y, S) = 0. \]
Using the upper bound of Theorem 4.1, we have
\[ \limsup_{n \to +\infty} \mathbb{P}(M_n \geq m_n + y) \leq C(1 + y)e^{-y} \to 0. \]
To complete the proof, we have to strengthen the lower bound of Theorem 4.1, which states there exists \( c > 0 \) such that
\[ \forall n \in \mathbb{N}, \forall y \in [0, n^{1/2}], \mathbb{P}(M_n \geq m_n + y) \geq c(1 + y)e^{-y}. \]
To do so, we observe that by Lemma 5.1, there exists \( a > 0 \) and \( \rho > 1 \) such that a.s. for any \( k \) large enough, there are at least \( \rho^k \) individuals above \( -ka \). On this event, each individual starts an independent branching random walk, and the largest of their maximal displacement at time \( n - k \) is smaller than \( M_n \). Therefore for any \( y \geq 0 \) and \( k \geq 1 \), we have
\[ \mathbb{P}(M_n \leq m_n - y) \leq \mathbb{P}(\# \{ \{ u : k : V(u) \geq -ka \} < \rho^k \} + (1 - \mathbb{P}(M_{n-k} \geq m_n - y + ka)) \rho^k, \]
yielding
\[ \limsup_{n \to +\infty} \mathbb{P}(M_n \leq m_n - y) \leq \mathbb{P}(\# \{ \{ u : k : V(u) \geq -ka \} < \rho^k \} + (1 - c(ka - y)e^{-ka}) \rho^k. \]
We conclude the proof choosing \( y = ka - 1 \) and letting \( k \to +\infty. \)

A Proof of the random walk estimates

A.1 Proof of Lemmas 3.1 and 3.2

We recall that the proof of these lemmas is based on the decomposition of a random walk excursion into three parts, each of which being bounded using the estimates obtained in Section 3.
Proof of Lemma 3.1. We denote by $p = \lfloor n/3 \rfloor$. Applying the Markov property at time $p$, we have
\[
P_y(T_n - f_n(n) \in [z - h, z], T_j \geq f_n(j), j \leq n)
\leq \mathbb{P}_y(T_j \geq \alpha J^{\alpha}, j \leq p)
\times \sup_{x \in [z - f_n(n), p]} P_x\left(T_n - f_n(n) \in [z - h, z], T_j \geq f_n(p + j), j \leq n - p\right).
\]
We set $\hat{T}_k = T_n - p - T_{n-p-k}$, which is a random walk with the same law as $T$. Note that for any $x \in \mathbb{R}$,
\[
P_x\left(T_{n-p} - f_n(n) \in [z - h, z], T_j \leq f_n(p + j), j \leq n - p\right)
\leq \mathbb{P}\left(\hat{T}_{n-p} - f_n(n) \in [z - x - h, z + x - h], T_j \leq f_n(n) - f_n(n - j), j \leq n - p\right)
\leq P_{-z}\left(T_{n-p} - f_n(n) \in [x - h, x], T_j \leq \alpha J^{\alpha}, j \leq n - p\right).
\]
We apply again the Markov property at time $p$,
\[
P_{-z}\left(T_{n-p} - f_n(n) \in [x - h, x], T_j \leq \alpha J^{\alpha}, j \leq p\right)
\leq P_{-z}(T_j \leq \alpha J^{\alpha}, j \leq p) \sup_{x \in \mathbb{R}} P(T_{n-2p} \in [x, x + h])
\leq (1 + y \wedge n^{1/2})(1 + h \wedge h/n^{1/2})(1 + z \wedge h/n^{1/2}).
\]

Proof of Lemma 3.2. The proof is similar to the previous one. Let $p = \lfloor n/3 \rfloor$, we apply the Markov property at time $p$, to obtain, for any $c > 0$ and $n \geq 1$ large enough,
\[
P_y(T_n \leq f_n(n + H), T_j \geq f_n(j), j \leq n)
\geq \mathbb{P}_y(T_p \in [p^{1/2}, 2p^{1/2}], T_j \geq \epsilon, j \leq p)
\times \inf_{x \in [p^{1/2}, 2p^{1/2}]} P_x\left(T_n \leq f_n(n + H), T_j \geq f_n(p + j), j \leq n - p\right).
\]
Setting again $\hat{T}_k = T_n - p - T_{n-p-k}$, for any $x \in \mathbb{R}$ we have
\[
P_x\left(T_{n-p} \geq f_n(n) + H, T_j \leq f_n(n + H), T_j \geq f_n(p + j), j \leq n - p\right)
\geq \mathbb{P}\left(\hat{T}_{n-p} - f_n(n) \in [x + H, x + H], T_j \leq f_n(n) - f_n(n - j), j \leq n - p\right)
\geq P\left(T_{n-p} - f_n(n) \in [x - h, x], T_j \leq f_n(n) - f_n(n - j), j \leq n - p\right).
\]
We apply again the Markov property at time $p$, for $x \in [p^{1/2}, 2p^{1/2}]$ we have
\[
P\left(T_{n-p} - f_n(n) \in [x - h, x], T_j \leq \alpha J^{\alpha}, j \leq n - p\right)
\geq P\left(T_p \in [p^{1/2}, 2p^{1/2}], T_j \leq f_n(n) - f_n(n - j), j \leq p\right)
\times \inf_{x \in [p^{1/2}, 2p^{1/2}]} P(T_j \geq 0, T_p - f_n(n) \in [x - H, x]).
\]
Thus, we apply (3.3) and (3.5) to conclude the proof.

A.2 Proof of Lemma 3.3
We now extend Lemma 3.1 to random walks enriched by additional random variables. The idea behind the proof is that a random walk excursion is typically at distance $O(n^{1/2})$ from the boundary. Therefore, as soon as $E(\xi_k^2)$ is finite, we expect similar upper bounds for the branching random walk. To prove Lemma 3.3, we first prove the following result, that is a direct consequence of [3, Lemma C.1]

Lemma A.1. With the notation of Lemma 3.1, there exists $C > 0$ such that for any $y > 0$,
\[
P\left(\exists k \leq n : T_k \leq f_n(k) - y + \xi_k, T_j \geq f_n(j), j \leq n\right)
\leq C\left(1 + y/n^{1/2}\right) \left(1 + (\xi_1^2/n^{1/2})\right)
\]

Proof. Let $n \in \mathbb{N}$ and $y > 0$. For $k < n$ we compute
\[
\pi_k = P_y(T_k \leq f_n(k) + \xi_k, T_j \geq f_n(j), j \leq n)
= E_y\left(1_{\{T_k \leq f_n(k) + \xi_k, T_j \geq f_n(j), j \leq k+1\}} \cdot \phi_k(T_{k+1})\right),
\]
with $\phi_k(x) = P_x(T_j \geq f_n(k + 1 + j), j \leq n - k - 1)$, by Markov property. Thus, by (3.4) we have
\[
\pi_k \leq CE_y\left(1_{\{T_k \leq f_n(k) + \xi_k, T_j \geq f_n(j), j \leq k+1\}} \cdot \frac{1 + (T_n - f_n(k))}{(n-k+1)^2}\right).
\]
Then, conditioning on $(X_k, \xi_k)$ and applying Lemma 3.1, we have
\[
\pi_k \leq CE_y\left(1_{\{f_n \geq 0\}}(1 + (\xi_1^2/n^{1/2})\right) \frac{1 + (T_n - f_n(k))}{(n-k+1)^2}\).
\]
We denote by $(X, \xi)$ a random vector with the same law as $(X_k, \xi_k)$. We have
\[
P\left(\exists k \leq n : T_k \leq f_n(k) - y + \xi_k, T_j \geq f_n(j) - y, j \leq n\right)
\leq C(1 + y)E\left(1_{\{f_n \geq 0\}}(1 + (\xi_1^2/n^{1/2})\right) \sum_{k=0}^{n-1} \frac{1 + (H - X_k^2/k^{1/2})}{(k+1)^{1/2}}\).
\]
Observing that $\sum_{k=0}^{n/2} \frac{1 + (H - X_k^2/k^{1/2})}{k^{1/2}} \leq C(1 + (\xi_1^2/n^{1/2}))$, we conclude that
\[
P\left(\exists k \leq n : T_k \leq f_n(k) - y + \xi_k, T_j \geq f_n(j) - y, j \leq n\right)
\leq C\left(1 + \tau + y/n^{1/2}\right) \left(1 + (\xi_1^2/n^{1/2})\right).
\]

Proof of Lemma 3.3. We use Lemma A.1 to prove this result. Recalling that
\[
\tau = \inf\{k < n : T_k \leq f_n(k) + \xi_{k+1}\}
= \inf\{k < n : T_{k+1} \leq f_n(k) + (\xi_{k+1} + X_{k+1})\},
\]

we have
\[
\mathbf{P}_y(T_n \leq f_n(n) + H, \tau < n, T_j \geq f_n(j), j \leq n) \leq \mathbf{P}_y(T_n \leq f_n(n) + H, \tau \leq n/2, T_j \geq f_n(j), j \leq n) + \mathbf{P}_y(T_n \leq f_n(n) + H, \tau \in (n/2, n], T_j \geq f_n(j), j \leq n).
\]

To bound the first term, we apply the Markov property at time \(n/2\), we have
\[
\mathbf{P}_y(T_n \leq f_n(n) + H, \tau \leq n/2, T_j \geq f_n(j), j \leq n) \leq \mathbf{P}_y(\tau < n/2, T_j \geq f_n(j), j \leq n/2) \times \sup_{z \in \mathbb{R}} \mathbf{P}_z \left( T_n \leq f_n(n) + H, T_j \geq f_n(n/2 + j), j \leq n/2 \right) \leq C \frac{1 + y}{n^{3/2}} \left( \mathbf{P}(\xi_1 + X_1 - 1 \geq 0) + \mathbb{E} \left( (\xi_1 + X_1 - 1)^2_1 \right) \right),
\]
by Lemma A.1 and (A.1).

We denote by \( \hat{T}_n = T_n - T_{n-j} \) and \( \hat{\xi}_j = \xi_{n-j} \). To bound the second term, we observe that
\[
\mathbf{P}_y(T_n \leq f_n(n) + H, \tau \in (n/2, n], T_j \geq f_n(j), j \leq n) \leq \mathbf{P}_y \left( \hat{T}_n - f_n(n) + y \in [0, H], \hat{T}_j \leq f_n(n) - f_n(n-j), j \leq n, \exists k < n/2 : T_k \geq f_n(n) - f_n(n-k) - \hat{\xi}_{k-1} \right) \leq \mathbf{P}_y \left( T_n - f_n(n) + y \in [0, H], T_j \leq f_n(n) - f_n(n-j), j \leq n, \exists k < n/2 : T_k \geq f_n(n) - f_n(n-k) - \hat{\xi}_{k-1} \right) \leq C \frac{1 + y}{n^{3/2}} \left( \mathbf{P}(\xi_1 + X_1 - 1 \geq 0) + \mathbb{E} \left( (\xi_1 + X_1 - 1)^2_1 \right) \right),
\]
using the previous inequalities, which concludes the proof. \(\square\)
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